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Introduction QuesCo Framework
Background
Ø Online learning systems collect massive educational questions.
Ø Mathematical question understanding is a crucial but challenging issue in 

intelligent education field.
Ø more difficult to understand with special components (e.g., formulas) and complex 

mathematical logic
Ø require more domain knowledge for comprehensive understanding

Challenges
Ø Mathematical questions are more complex with special components (e.g., 

formulas), and require more mathematical knowledge and logic.
Ø The holistic purposes of questions are more important than literal details.
Ø Related knowledge concepts play an important, since they reflect the 

purposes and mathematical domain of questions.

Problem Definition
Mathematical Questions
Ø consist of content and related knowledge concepts 𝒒 = (𝒙, 𝒌)
Ø Question content: 𝒙 = {𝑥!, 𝑥", … , 𝑥#}

a sequence of tokens, where each token is a word or symbol
Ø Related knowledge concepts: k = {𝑘!, 𝑘", … , 𝑘$}

selected from a L-level knowledge hierarchy 𝐾𝐻 = 𝒦, ℰ

Question Representation Problem
Ø Given: mathematical question 𝒒 = 𝒙, 𝒌
Ø Goal: a d-dimensional vector 𝒗 ∈ ℝ%

Ø be transferred to several downstream tasks and benefit their 
performances

Ø capture latent purposes of questions
Ø contain the rich information in question content and related knowledge 

concepts 

Experiments

Main Idea
Ø learn comprehensive question representations by pulling questions with 

more similar purposes closer than those with less similar purposes

Question Augmentation
Ø To learn latent purposes of mathematical questions, generate questions 

with similar holistic purposes but diverse literal details
Ø Two-level augmentation

Ø Content-level
Ø Text Augmentation + Formula Augmentation

Ø Structure-level
Ø Structure Augmentation

Knowledge Hierarchy-Aware Rank
Ø Exploit fine-grained similarities between questions based on the 

relationship of mathematical knowledge concepts
Ø KH-distance

Ø Assign each question 𝑞& in memory bank into one of 𝐿 + 1 ranks

Ø Similarity ranking

Pre-training
Ø Ranking Info Noise Contrastive Estimation loss (RINCE) 

Ø gradually decreasing similarity with increasing rank of samples 

Datasets

Overall Performance

Ablation Study

Model Analysis

The relationship between khd
and labeled similarity between 
questions in SYSTEM2. 

Effectiveness of each augmentation. Visualization.

Similarity Ranking Analysis: Relationship between khd and similarity. 

Case Study: A case of questions with different similarities.Effectiveness of each module.

Performance comparisons on three typical downstream tasks.
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